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Introduction
This paper deal with cardiac arrhythmias to identify the heart 

diseases. Cardiac arrhythmia is also called abnormal rhythm and 
the problem appears in the rhythm of the heartbeat of the electrical 
activity of the heart which is irregular in beating or it’s beats 
become faster or slower than normal beats. Too fast heartbeat is  

 
called tachycardia (100 beats per minute or more) while too slow 
heartbeat is called bradycardia (60 beats per minute or less). Most 
arrhythmias are harmless, but some of them can be serious or even 
life-threatening that leads to death. The damage can happen to the 
brain, heart, or other organs when there is a lack of blood flow or 
heart may not be able to pump enough blood to the body [1].
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Abstract

The design of an intelligent system for identification of cardiac arrhythmias is considered using ECG data set. The arrhythmia identification system 
that includes feature selection and classification stages is proposed. Cardiac arrhythmias are characterized by many input data. In the paper, a sequential 
feature selection method is used to reduce the size of the input feature space. The idea behind this study is to find out a reduced feature space so that a 
classifier built using this tiny dataset can perform better than a classifier built using the original dataset. After feature selection, fuzzy neural networks 
(FNNs) is applied for the classification purpose. The structure of FNNs is proposed and training algorithm is developed. The classification performance 
has been evaluated using 10-fold cross-validation. The proposed algorithms have been implemented and evaluated on the UCI ECG dataset. The 
proposed FNN based approach has provided attractive classification accuracy.
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Figure 1: Data flow diagram of an arrhythmia.
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Electrical cardiac activity can be traced by ECG. The ECG 
waveform has key features which indicate sinus rhythm or 
arrhythmias (Figure 1). The 12 lead ECG has a standard form to 
recognize cardiac normality. The requirement of sinus rhythm of an 
electrocardiogram (ECG) to be classified as a normal sinus rhythm 
is: A heart rate (60-100) bpm; Regularity-Regular rhythm with 
less than 0.16 sec. variation in the shortest and longest duration 
between successive P waves; The sinoatrial (SA) node should pace 
the heart and P wave must appear in every QRS complex in a ratio 
of 1:1; PR interval is between 0.12 second and 0.20 second; QRS 
complex width should be less than 0.12 second.

Cardiac arrhythmia is a common type of heart disease that 
causes a heart attack. Coronary heart disease occurs when coronary 
arteries become narrowed because of building fat/cholesterol up 
within the artery wall. This causes imbalances and reduces the flow 
of blood and oxygen to the heart. There are many different types of 
cardiac arrhythmias. The atrial tachycardia is the rapid heartbeat, 
the atrial bradycardia is the slow one, and the irregular beat is 
known as atrial fibrillation and atrial flutter. The last one is common 
cardiac arrhythmia that leads to an irregular and sometimes rapid 
heart rate. These atrial arrhythmias may frustrate the heart’s ability 
to pump blood properly from its upper chambers (atria). The atria 
are not always empty completely when blood remaining there too 
long it stagnate and potentially clot. The clots may travel to other 
parts of the body, where they may cause blockages in the blood 
supply to the limbs, brain or heart [2]. The information obtained 
from an electrocardiogram (ECG) can be used to discover different 
types of heart disease, heart arrhythmia and heart attack. ECG 
device has twelve electrodes that measure the electrical activity 
of the heart (Figure 1). Every heartbeat generates 12 signals in 
ECG from a different angle that leads to gain many aspects of the 
electrical activity. Each of 12 leads has its own pattern. Generally, 
the descriptions of some indicators of the heart are given below.

a)	 QRS Complex: The QRS complex consists of the Q, R and 
S waves and represents ventricular depolarization. In some 
leads, some waves disappear like V1 does not contain a Q wave 
contain only an R wave and S wave still called QRS complex.

b)	 QRS interval: The normal duration of the QRS complex 
is 0.080 and 0.10 seconds And intermediate duration is 0.10 
and 0.12 seconds. Abnormal QRS duration is greater than 0.12 
seconds.

c)	 PR interval: Duration from the P wave to the starting of 
the QRS complex, it’s the time that electrical impulse generated 
in the sinus node to travel through the atria and across the AV 
node to the ventricles. The normal PR interval is 0.12 to 0.20 
second.

d)	 QT interval: The QT interval is the time from the beginning 
of the QRS complex to the end of the T wave. The normal QT 
interval is less than 400-440ms.

e)	 T wave: The T wave followed QRS complex and it 
represents a ventricular repolarization. T waves in the right 
side in most leads (except aVR and V1).

f)	 P wave: The action potential of SA node that depolarizes 
the atria create P wave normally appears upright in lead 2.

g)	 PR Interval: Duration from the start of the P wave to start 
of QRS complex, it represents electrical travelling from SA node 
to the AV node and to spread to ventricles, normally takes 0.12 
to 0.20 seconds.

h)	 PR Segment: Duration from the end of the P wave to start 
of QRS complex.

i)	 Q Wave: Downward deflection, the first element in the 
QRS complex

j)	 RR interval: The duration between two sequence R waves.

k)	 ST interval: Duration from the end of S waves to the end 
of T wave.

l)	 ST segment: Duration from the end of S waves to the start 
of T wave.

A data gained from an electrocardiogram (ECG) is 
characterizing the electrical activity of the heart (cardiac). The 
information obtained from an electrocardiogram can be used to 
discover different types of cardiac arrhythmias. The aim of this 
study is to develop an intelligent system to classify arrhythmia 
ECG signals. Recently numbers of research works have been done 
for classification ECG signal. In these researches, the aim was the 
increase of the accuracy of the classification system. An original 
paper [3] uses VFI5 (Voting Feature Intervals) machine learning 
algorithm for the diagnosis of cardiac arrhythmia from standard 12 
lead ECG Recordings. The VFI5 classification is based on a weight 
of voting among the classes. The classification made for each 
feature separately and the VFI5 algorithm achieved 62% accuracy. 
In [4], a kernel difference weighted k-nearest neighbors’ classifier 
(KDF-WKNN) is applied for the diagnosis of cardiac arrhythmia. 
In this paper, the cross-validation technique is applied to design 
the classification system [5]. represents feature elimination (FE) 
based ensembles learning method. The advantage of the proposed 
approach is the reduction of the size of feature space using various 
feature elimination methods. 

The approach has provided an attractive performance in 
terms of overall classification accuracy. In [6] an automated 
artificial neural network-based classification system for cardiac 
arrhythmia using ECG recordings was presented. The classification 
performance is evaluated using six measures; classification 
accuracy, sensitivity, specificity, receiver operating characteristics 
(ROC), mean squared error (MSE) and area under the curve (AUC). 
The classification accuracy for test data was obtained as 86.67% 
[7]. Applied “learning vector quantization” (LVQ) neural networks 
for classification of arrhythmia dataset. LVQ create prototypes 
to define class boundaries. At first, the principal component 
analysis is used to reduce dimensionality then six LVQs are used 
for classification purpose. LVQ has shown better performance 
in reducing classification errors. In [8] Support Vector Machine 
(SVM) with Gaussian kernel had been used to classify the UCI ECG 
arrhythmias [9]. Uses feature extraction and classification methods 
for classification of ECG heartbeats into eight classes. Principal 
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component analysis, linear discriminant analysis and probabilistic 
neural networks are used for these purposes [10]. Uses a graph-
based optimal path forest classifier method for detection of cardiac 
arrhythmias. The system is tested using MIT BIH database. In [11] 
discrete wavelet transform is applied for feature extraction and 
multilayer neural networks for classification of cardiac arrhythmia. 
In [12] filter type feature selection is used to detect temporal, 
spectral and complex features. Hybrid classification method using 
SVM is applied for detection of cardiac arrhythmia [13]. Uses a 
multilayer neural network that evolved particle be the approach for 
classification of cardiac arrhythmias using MIT BIH database.

Recently the fuzzy system and neural networks and also their 
integration are used for solving different classification problems 
[14-21]. These are classification of breast cancer [14,20], prostate 
cancer [15], erythemato-squamous diseases [16,19], liver disorders 
[17], Parkinson’s diseases [18], myocardial infarction [21], chest 
diseases [22]. The integration of neural networks and fuzzy 

systems are called fuzzy neural networks or neuro-fuzzy system. 
The most clustering systems based on fuzzy neural networks 
[23,24] have two classes. These research papers demonstrate that 
the application of artificial intelligence methods for classification 
of various diseases and increasing recognition accuracy of the 
designed models become one of an important problem in computer 
science. In this paper multi-input and multi-output structure of 
FNN for classification of cardiac arrhythmias is presented.

The paper is organized as follows. Chapter 2 presents the 
design of the FNN’s structure for classificationcardiac arrhythmias. 
Chapter 3 describes the feature selection system used in the 
paper. Chapter 4 presents the techniques used in classification of 
arrhythmia ECG signals. The design algorithm of the proposed FNN 
is presented. Chapter 5 presents the parameter update algorithms. 
The used classification and gradient descent algorithms are 
presented. Section 6 presents simulation results. Finally, section 7 
gives conclusions of the paper.

Cardiac Arrhythmia Classification System

Figure 2: Data flow diagram of an arrhythmia classification system.

The design of the intelligent system is divided into two levels: 
First is a feature selection that select best feature from data using 
feature selection algorithms and the second level is a classifier with 

a fuzzy neural network (FNN). The general conceptual structure of 
the system is given in (Figure 2). The first step is the filtering of 
ECG dataset samples from missing value. After filtering the data are 
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scaled. This process helps the learning process of the system. As 
mentioned above arrhythmia dataset has characterized by many 
input parameters (features). Sometimes the collecting of these data 
and diagnosing the cardiac arrhythmia become too difficult. Less 
more important features are required to make an accurate decision.

In the paper, the feature selection algorithm is applied in order 
to select more important features of the arrhythmias. For this 
purpose, the sequential feature selection (SFS) algorithm is applied. 
The selected features are used for training of the classification 
system. After feature selection, the FNN is applied for classification 
purpose. In the training process, two cross-validation methods are 
used for the synthesis of the classification system: 10-fold cross-
validation and repeated random sub-sampling validation. After 
training the designed models are used for classification of cardiac 
arrhythmias in online mode.

In the machine learning field the feature selection is sometimes 
known as attribute selection or feature subset

selection. Feature selection is an operation or process for 
selecting a subset of relevant features that are used in model 
construction. The basic expectation for using feature selection 
techniques is that the data contains many unusual data known as 
redundant or irrelevant features data. Redundant features mean 
that data which produce no more information than the currently 
selected features, and irrelevant features means that the data that 
produce unusual information. Feature selection techniques are 
a subset of the more common field of feature extraction. Feature 
selection keeps variable value, unlike feature extraction which 
generates new features value different from original features when 
the feature selection returns just a subset of the features. There are 
three main benefits feature selection techniques when constructing 

predictive models: Improved model accuracy, shorter times to 
create classifier (train model), avoid or reducing overfitting.

Sequential Feature Selection
Feature selection is used to reduce the data dimensions by 

selecting only a subset of measured features

for creating a model or classifier. Selection criteria generally 
include the minimization of a specific measure of classification error 
for models fit different subsets. Search algorithms are responsible 
to find an optimal subset of features for the classifier. Here the aim 
is to find and eliminate the unusual and irrelevant features and the 
size of the subset.

Feature selection is more desirable to feature transformation 
when the original units’ values are important, and the goal is to find 
an effective model for the chosen subset. In the case that feature 
was categorical then numerical transformations are inappropriate, 
therefore the feature selection becomes the primary of dimension 
reduction. Wrapper approaches consider the machine learning as 
a process in order to select subsets of features on the basis of their 
classification power. The basic idea of a wrapper approach is to 
deal with the classification accuracy of a specific machine learning 
algorithm in order to evaluate and perform the effectiveness 
of the selected subset of features. This approach was given by 
Kohavi &John [25]. A basic component of the wrapper approach 
is shown in (Figure 3). Wrapper method is too computationally 
and expensive but is simple. If the number of features is too 
large, then the execution time becomes long, and the exhaustive 
search becomes too expensive. The database used has k number 
of features, 2k possibility subsets need to be processed, in worst 
case 2k learning processes to run. In the paper, sequential feature 
selection is applied for feature reduction.

Figure 3: Diagram of Sequential feature selection.

Sequential feature selection components are

A.	 Classification function: known as a criterion, which is a 
method search to minimize over all feasible feature subsets. 
Criteria are misclassification rate. The objective function in this 
study is a classifier.

B.	 Greedy search strategies: it removes or adds features 
from a candidate subset while evaluating the criterion has been 
calculated. Sequential searches move in only one direction, 
always reducing or always growing the candidate set, and 
stopping criterion will be reached when all subset is all feasible 
feature subsets is created. If k is the number of features, the 
greedy search strategies needs, at maximum, k(k+1)/2.

Sequential search methods 
There are two sequential search methods:

a)	 Sequential forward selection (SFS): the features are 
sequentially added to an empty candidate set until the addition 
of further features does not decrease the criterion.

b)	 Sequential backward selection (SBS): The features are 
sequentially removed from a full candidate set until the removal 
of further features increases the criterion.

Sequential Forward Selection is starting from the empty set, 
then add the feature sequentially (x*) when achieved highest 
results in the objective function J(Yk+X*). The features combined 
with the features (Yk)
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that have already been selected. The objective function used in 
this paper is a classifier which returns misclassification rate. SFS 
algorithm is given in (Figure 4) [26].

1.	 Start with the empty set 0 { }Y φ=

2.	 Select the next best feature * arg max[ ( )]
x Yk

kx J Y x
∉

= +

3.	 Update 1 *;k kY Y x+ = +   1K k= +

4.	 Go to step 2

Fuzzy Neural Network Based Classification
Building fuzzy neural network models from data involves 

methods based on fuzzy logic and neural networks. The model 
identification involves both structure and parameter estimation. 
The structure determines the flexibility of the model in the 
approximation of the unknown mappings. After the structure 
is fixed, the performance of a fuzzy model can be fine-tuned by 
adjusting the parameters. Turnable parameters are the parameters 
of the antecedent and consequent parts of the rules. In order to 
optimize the parameters, the training algorithms can be employed. 
Computational levels of an FNN’s model can be seen as a layered 
network structure [14].

The structure of the FNN model is constructed on the base 
of fuzzy rules. In the paper, the TSK-type IFTHEN fuzzy rules 
constructed by using linear functions are used. They have the 
following form.

If x1 is A1j and x2 is A2j and …and xm is Amj Then 
1

1
 m

j ij i j
i

y w x b
=

= +∑  (1) 

Here x1, x2,…,xm are input variables, yj (j=1,..,n) are output 
variables which are linear functions, Aij is a membership function 
for j-th rule of the i-th input defined as a Gaussian membership 
function. w1ij and bj (i=1,..m, j=1,…,r) are parameters of the network.

The fuzzy model that is described by IF-THEN rules can be 
obtained by modifying parameters of the conclusion and premise 
parts of the rules. In this paper, a gradient method is used to train 
the parameters of rules in the FNN structure.

Using fuzzy rules in equation (1), the structure of the FNN is 
proposed (Figure 4). The FNN includes six layers. In the first layer, 
the number of nodes is equal to the number of input signals. These 
nodes are used for distributing input signals. In the second layer, 
each node corresponds to one linguistic term. For each input signal 
entering to the system, the membership degree to which input value 
belongs to a fuzzy set is calculated. To describe linguistic terms the 
Gaussian membership function is used.

Figure 4: Structure of FNN.

 

2

2

( )

1 ( )
i ij

ij

x c

j ix e σµ
−

−

= , i=1..m, j=1..r (2) 

Here m is a number of input signals, r is a number of fuzzy rules 
(hidden neurons in the third layer). Cij and ijσ are centre and width 
of the Gaussian membership functions of the j-th term of i-th input 
variable, respectively. 1 ( )j ixµ  is the membership function of i-th 
input variable for j-th term.

In the third layer, the number of nodes corresponds to the 
number of rules (R1, R2,…,Rr). Each node represents one fuzzy rule. 
To calculate the values of output signals, the product operation is 
used. In formula (3), ∏  is the min operation

( ) 1 ( ),j j i
i

x xµ µ=∏  i=1,..,m, j=1,..,r (3)

The fourth layer is the consequent layer. It includes n linear 
functions that are denoted by LF1, LF2,…, LFn. The outputs of each 

linear function in Fig.1 are calculated by using the following equa-
tion (1-3).

 
1

1
m

j ij i j
i

y w x b
=

= +∑ , i = 1, . . . , j (4)

In the fifth layer, the output signals of the third layer ( )l xµ are 
multiplied with the output signals of

nonlinear functions. In the sixth and seventh layers, 
defuzzification is made to calculate the outputs of the

fuzzy neural networks.

1 1
( ) 2 ( )/

n n

k j j jk j
j j

u x y w xµ µ
= =

=∑ ∑  (5)

Here uk is the outputs of the sixth layer of the network. Here 
k=1,..,n.

After calculating the output signal of the FNN, the training of 
the network starts. Training includes the
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adjustment of the parameter values of membership functions cij 
and ijσ  (i=1,..,m, j=1,..,r) in the second

layer (premise part) and parameter values of linear functions 
w1ij, w2ij, bj (i=1,..,m, j=1,..,n) in the fourth

layer (consequent part).

Update of the parameters is implemented using fuzzy c-means 
clustering and gradient descent method.

Parameter Update
Fuzzy c‐means clustering

The design of FNN (Figure 1) includes the determination of the 
unknown parameters that are the parameters of the antecedent 
and the consequent parts of the fuzzy if-then rules (1). In the 
antecedent parts, the input space is divided into a set of fuzzy 
regions, and in the consequent parts, the system behavior in those 
regions is described. As mentioned above, recently a number of 
different approaches have been used for designing fuzzy if-then 
rules based on clustering [16,18,27,28], the least-squares method 
[28], gradient algorithms [14,17,20,24], genetic algorithms [28].

In this paper, the fuzzy clustering is applied to design the 
antecedent (premise) parts, and the gradient algorithm is applied 
to design the consequent parts of the fuzzy rules. Fuzzy clustering 
is an efficient technique for constructing the antecedent structures. 
The aim of clustering methods is to identify a certain

group of data from a large data set, such that a concise 
representation of the behavior of the system is produced. Each 
cluster center can be translated into a fuzzy rule for identifying the 
class. In this paper Fuzzy c-means clustering (FCM) is applied in 
order to partition the input data set and construct antecedent part 
of fuzzy if-then rules. Fuzzy c-means classification is based on the 
minimization of the following objective function [27]:

2

1 1
,

N C
m

m ij ji
i j

J dη
= =

=∑∑  where ,ji i jd x c= −  1 m≤ < ∞  (6)

where m is any real number greater than 1, ijη is the degree of 
membership of xi in the cluster j, xi is the ith

of d-dimensional measured data, cj is the k-dimension centre of 
the cluster, and dij is any norm expressing

the similarity between any measured data and the centre [29].

Fuzzy partitioning is carried out through an iterative 
optimization of the objective function shown above,

with the update of membership ijη and the cluster centres cj. 
The algorithm is composed of the following

steps

1.	 Initialize H=[ ijη  ] matrix, (0)H
2.	 Calculate the centers vectors ( )tC )=[cj] with ( )tH

 
1 1

.
N N

m m
j ij i ij

i i
c xη η

= =

 =  
 
∑ ∑  (7)

3.	  Update ( )tH , ( 1)tH +

2
1

1
1

mc
ik

ij
k jk

d
d

η
−

=

 
=   

 
∑

            
(8)

4.	 If ( 1) ( ){| |}t tH H ε+ − <  then stop; otherwise set t=t+1 and 
return to step 2.

After partition, each cluster center will correspond to the 
Centre of the membership function used in the input layer of FNN. 
The width of the membership function is determined using the 
distance between cluster Centers [30-32].

Gradient descent

At first step, on the output of the network, the value of the error 
is calculated.

2

1

1 ( )
2

k
d
k k

k
E u u

=

= −∑  (9)

where K is a number of output signals of the network, d
iu and 

iu  are the desired and current output values

of the network, respectively. The parameters w1ij, bj , w2jk 
(i=1,...,m, j=1,...,r, k=1,...,n) and cij and ijσ

(i=1,..,m, j=1,..,r) are adjusted using the following formulas.

2 ( 1) 2 ( ) ( 2 ( ) 2 ( 1))
2jk jk jk jk

jk

Ew t w t w t w t
w

γ λ∂
+ = − + − −

∂
 (10)

1 ( 1) 1 ( ) ( 1 ( ) 1 ( 1))
1ij ij ij ij

ij

Ew t w t w t w t
w

γ λ∂
+ = − + − −

∂          (11)

( 1) ( ) ( ( ) ( 1))j j j j
j

Eb t b t b t b t
b

γ λ∂
+ = − + − −

∂
            

(12)
   

( 1) ( ) ( ( ) ( 1));ij ij ij ij
ij

Ec t c t c t c t
c

γ λ∂
+ = − + − −

∂
            (13)

( 1) ( ) ( ( ) ( 1))ij ij ij ij
ij

Et t t tσ σ γ λ σ σ
σ
∂

+ = − + − −
∂

      (14)

Here γ  is the learning rate, λ  is the momentum, m is a number 
of input signals of the network (input neurons) and n is the number 
of rules (hidden neurons). The values of derivatives in (10-12) are 
determined by the following formulas.

1

( ( ) ( )). .
2 2

dk
k k j r

jk k jk jj

uE E ju t u t y
w u w

µ
µ

=

∂∂ ∂
= = −

∂ ∂ ∂ ∑
 (15)

1
1

( ( ) ( )). . 2 .
1 1

n
dk i

k k j jk ir
kij k j ij jj

u yE E ju t u t y w x
w u y w

µ
µ=

=

∂ ∂∂ ∂
= = −

∂ ∂ ∂ ∂ ∑
∑

 (16)

1
1

( ( ) ( )). . 2 .
n

dk i
k k j jk r

kj k j j jj

u yE E ju t u t y w
b u y b

µ
µ=

=

∂ ∂∂ ∂
= = −

∂ ∂ ∂ ∂ ∑
∑

 (17)

where i=1,...,m, j=1,...,r, k=1,...,n.

The derivatives in (13) and (14) are determined by the following 
formulas.

,jk

kij k j ij

uE E
c u c

µ
µ

∂∂∂ ∂
=

∂ ∂ ∂ ∂∑  jk

kij k j ij

uE E
u

µ
σ µ σ

∂∂∂ ∂
=

∂ ∂ ∂ ∂∑  (18)

Here i=1,...,m, j=1,...,r, k=1,...,n.
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( ( ) ( ));d
k k

k

E u t u t
u
∂

= −
∂

 
1

2
;j jk kk

r
j jj

y w uu
u µ

=

−∂
=

∂ ∑
 i=1,...,m, j=1,...,r, k=1,...,n. (19)

2

( ) 2( )
( ) ;j i i ij

j i
ij ij

u x x c
x

c
µ

σ
∂ −

=
∂  

2

3

( ) 2( )
( )j i i ij

j i
ij ij

u x x c
xµ

σ σ
∂ −

=
∂  (20)

Using equations (18-20) in (13) and (14) the learning of the 
parameters of the FNN is carried out.

The whole training process includes the following steps:

a)	 The parameters of fuzzy neural networks are initialed in 
the interval of [0-1].

b)	 Fuzzy c means classification is applied to train data in 
order to determine the Centre and deviation of membership 
functions.

c)	 Input data are fed to FNN (forward propagation).

d)	 Outputs of the neurons of the hidden layer are computed 
(Feedforward process)

e)	 The outputs of the hidden layer are fed to the inputs of 
the output layer of FNN and the outputs of FNN are computed.

f)	 The error between current outputs and desired outputs 
(target) is computed.

g)	 The error is propagated back to the previous layer in 
order to update the weight coefficients of the neurons of the 
network. The backpropagation of error signal is continued until 
the update of all parameters in the layers is performed.

h)	 Repeating the steps 3 to 7 until the error becomes an 
acceptably small value.

Simulation
Table 1: Class description.

Class Code Class Number of Instances

1 Normal 245

2 Ischemic changes (Coronary Artery Disease) 44

3 Old Anterior Myocardial Infarction 15

4 Old Inferior Myocardial Infarction 15

5 Sinus tachycardia 13

6 Sinus bradycardia 25

7 Ventricular Premature Contraction (PVC) 3

8 Supraventricular Premature Contraction 2

9 Left bundle branch block 9

10 Right bundle branch block 50

11 1. degree Atrioventricular block 0

12 2. degree AV block 0

13 3. degree AV block 0

14 Left ventricular hypertrophy 4

15 Atrial Fibrillation or Flutter 5

16 Others 22

Total   452

The arrhythmia dataset that was used in this paper was taken 
from the UCI Machine Learning Repository database. The database 
contains 13 classes with 452 samples and 279 features. From the 
452 samples the 245 samples are normal and 207 arrhythmia 
instances. From 279 attributes the first four, age, sex, height, and 
weight, are the general description of the participant, and the 
other 276 attributes are extracted from the standard 12 lead ECG 
recordings. The following table (Table 1) shows the classes and the 
numbers of samples designated for each class [33,34].

The anthemia data was filtered and scaled. During filtration, the 
missed data and corresponding classes were cancelled. The classes 
having missing information are also cancelled. The final package of 
dataset after filtering contained 394 samples and 258 attributes, 
which represented 8 classes. After filtering, the values of the 

parameters are scaled in the interval 0-1. This process improves the 
learning of FNN parameters. As mentioned above the arrhythmia 
dataset has 258 inputs after filtering. This value is too large. In the 
paper, we apply a sequential feature selection algorithm in order to 
select more important features for classification purpose. Selecting 
the features is too computational and time-consuming and the 
number of features affects the time for computing the FNN’s output. 
But it is important to avoid overfitting and to create a classifier that 
will faster compute the output of the FNN. The dataset is divided 
into the train and test samples. The subset of selected features 
is generated using a greedy search strategy. The SFS feature 
selection algorithm with FNN classification is applied to select 
more important features. In the result of feature election, we have 
obtained 59 important features used for classification purpose.
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For the classification purpose, we have applied two algorithms- 
support vector machines and fuzzy neural networks. We used the 
recognition rate for the evaluation of the simulation results. At the 
first stage, we have used FNN for classification purpose. We have 
separated the data into training and testing sets. For this purpose, 
the k-fold cross-validation technique is applied.

FNN simulation through cross-validation 
Cross-validation: Cross-validation is a model of validation 

technique for evaluating or estimating the results of a classifier. 
Cross-validation generalizes two independent data sets; training 
and testing. It is applied to find an accurate model of the classifier. 
There are many cross-validation techniques. In the paper two of 
them are using: K- fold cross-validation is used in the FNN model. In 
the k-fold cross-validation, the original data samples are randomly 
partitioned into k groups of equal size. A single subsample 
(group) is kept as a validation data for testing the model, and the 
remaining (k-1) subsamples are used as training dataset. The cross-
validation process is then repeated k times (number of folds). In 
each subsample, one set is used for validation and the remaining 
are used for training. The k number of results achieved from the 
folds and then are averaged in order to produce a single estimation 
(final classification accuracy). Repeated random sub-sampling 
validation technique randomly splits the dataset into training and 
validation data and repeated with a specific number of repeating. 
For each split, the model is fitted to the training data, and predictive 
accuracy is estimated using the validation data for every split. The 
results are then averaged over all the splits.

Classification: Fuzzy neural networks have been generated 
with initial random parameters. The 10-fold cross validation is 
applied to the data set for the training of FNN. In order to achieve 
high classification accuracy for the FNN based model, a set of 
experiments have been carried out using a different number of 
rules (number of neurons) in the hidden layer. The number of 
input neurons was 59, and the number of output neurons was 8 
(number of classes). (Table 2) shows the results of experiments 
with a different number of hidden neurons (rules). The mean 
square error (MSE) is used to estimate the model performance. The 
goal value for MSE is taken as 0.05, the training has been performed 
for 6000 epochs. (Table 2) represents the simulation results of all 
FNN models with selected 59 features. (Table 3) represents the 
simulation results obtained with all (258) features.

Table 2:  FNN with10-fold cross-validation with selected 
features (59 features).

Experiments Hidden Layer Neurons Classification Accuracy 
(%)

1 25 83.21

2 38 79.64

3 52 82.7

4 18 79.67

5 65 88.71

6 12 77.69

The experiment number 5 in (Table 2) achieved (88.71) best 
accuracy with 65 neurons in a hidden layer. In Table 3, the 

experiment number 3 is achieved (79.39) best accuracy with 
52 neurons in a hidden layer. These two tables show the differ-
ent recognition accuracy with and without feature selection. As 
shown the selection of appropriate features allows improving 
the classification accuracy and decreasing the time for obtaining 
the final result. All experiments have been obtained with 10-fold 
cross-validation.

Table 3: FNN with10-fold cross validation without features 
selection (258 features).

Experiments Hidden Layer 
Neurons Classification Accuracy (%)

1 25 73.56

2 38 76.37

3 52 79.39

4 18 76.38

5 65 77.14

6 12 73.85

(Table 4) shows a comparison of FNN based models with- and 
without feature selection using 65 hidden neurons (experiment 
5 in Table 2 and Table 3). As shown the simulation results with 
feature selection mostly has good performance than without 
feature selection.

Table 4: FNN classification performance of arrhythmia 
data with and without feature selection for each class.

Class Accuracy with Selected 
Features (%)

Accuracy without Selected 
Feature (%)

1 84.61 78.15

2 67.5 58.83

3 90 90

4 51.67 75

5 80 10

6 60 30

7 80 60

8 85 74.71

Table 5: SVM classification performance of arrhythmia 
data with and without feature selection for each class.

Class Accuracy with Selected 
Features (%)

Accuracy without Selected 
Feature (%)

1 92.89 92.25

2 40.19 32.77

3 82.45 91.98

4 65.13 68.43

5 52.77 37.55

6 43.73 22.74

7 89 80.2

8 60.46 58

In the next stage, the simulation has been done using SVM 
with linear kernel was used in Matlab with LIBSVM library. The 

http://dx.doi.org/10.31031/COJRR.2018.02.000526
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library helps quick creating of the classification model. Random 
sub-sampling validation was used in the training process. The 
results are used to evaluate classification accuracy. The number 
of random sub-sampling was (500), each one splits the data 
into 20% test and 80% train respectively. The two set of 
experiments were performed using with- and without feature 
selection. In the first experiment, the classification accuracy was 
obtained as 87.69% with feature selection (59 features), in the 
second experiment the classification accuracy was obtained as 
85.18% without feature selection (258 features). As shown the 
selection of proper features allows improving the classification 
accuracy. (Table 5) shows class accuracy with and without feature 

selection. It has been noticed that most of the results of classes 
were improved with feature selection except class 2 and class 6. 
Compeering FNN based and SVM based models it becomes clear 
that they have shown nearly similar results with the little better 
performance of FNN.

The simulation results of FNN based- and SVM based 
models are compared with the results of other research works 
that have been used for classification of cardiac arrhythmias. 
(Table 6) demonstrates the comparisons of different models. 
As shown the results obtained using FNN based model with 
feature selection have better performance than other models.

Table 6: Comparative results of different models.

Number Performance Criteria Algorithm Maximum Accuracy (%)

1 10-Fold CV Voting Feature [3] 68

2 80% train 20%test SVM & Logistic Regression [29] 76.1

3 10-Fold CV Artificial Immune system [30] 76.2

4 70% train–30% test Naive Bayes [31] 75

5 10-Fold CV Weighted KNN [4] 70.66

6 10-Fold CV Bayesian ANN classification[32] 80

7 10-Fold CV HITON [33] 65.85

8 10-Fold CV Random forests ensemble classifier[34] 90

9 10-Fold CV SFS- FNN (this study) 88.71

10 Repeated random subR sampling 80%train-
20%test SFS-SVM (this study) 87.69

11 10-Fold CV FNN (this study) 79.39

12 Repeated random subR sampling 80%train-
20%test SVM (this study) 85.18

Conclusion
The paper presents cardiac arrhythmia identification system 

using fuzzy neural networks and support vector machine. 
The structure of the system is designed. The system includes 
feature selection and classification stages. The dataset of cardiac 
arrhythmia is taken from the UCI database, which was a good 
environment for testing the classifiers. The data is filtered, 
scaled and used for training of the classification system. By 
applying sequential feature selection algorithms 59 relevant 
features were selected and used for adjusting the parameters of 
classification systems based on FNN and SVM. The training is 
accomplished using k-fold cross-validation and repeated random 
sub-sampling validation. The results of training were evaluated 
using classification accuracy (or performance). FNN based 
classification was created with a different parameter. 10-fold 
cross-validation is used in training of FNN. The obtained results are 
averaged over 10 runs. The accuracy rate of FNN based model was 
obtained as 88.71% with feature selection, and 79.39% without 
feature selection. In the second stage, support vector machine 
classifier was tested. The repeated random sub-sampling is applied 
to the data. 500 random sub-sampling were created, each one split 
80% train and 20% test data respectively. The accuracy rate was 
obtained as 87.69% with feature selection, and 85.18% without 
feature selection. It was shown that the use of sequential feature 

selection allows to improve the accuracy rate of the classifier. FNN 
has obtained good accuracy of 87.69% using feature selection.
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